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In this note, I review basic results and open problems in the area of projection algorithms. My aim is to generate interest in this fascinating field, and to highlight the fundamental importance of bounded linear regularity.
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1. INTRODUCTION

We assume throughout that

\[
X \text{ is a real Hilbert space with inner product } \langle \cdot, \cdot \rangle \text{ and induced norm } \| \cdot \|.
\]

The first general projection algorithm — the *method of alternating projections* — was studied by John von Neumann in 1933:

**Fact 1.1 (von Neumann).** [32] Suppose \( C_1, C_2 \) are two closed subspaces in \( X \) with corresponding projections \( P_1, P_2 \). Let \( C := C_1 \cap C_2 \) and fix a starting point \( x_0 \in X \). Then the *sequence of alternating projections* generated by

\[
x_1 := P_1x_0, x_2 := P_2x_1, x_3 := P_1x_2, \ldots
\]

converges in norm to the projection of \( x_0 \) onto \( C \).

In view of its conceptional simplicity and elegance, it is not surprising that Fact 1.1 has been generalized and rediscovered many times. (See the Deutsch’s [23,22] for further information. Other algorithmic approaches are possible via generalized inverses [2].)
In this note, I consider some of the many generalizations of von Neumann’s result, and discuss the intriguing open problems these generalizations spawned. My aim is to demonstrate that bounded linear regularity, a quantitative geometric property of a collection of sets, is immensely useful and plays a crucial role in several results related to the open problems.

The material is organized as follows. In Section 2, we review basic convergence results by Halperin, by Bregman, and by Gubin, Polyak, and Raik. After recalling helpful properties of Fejér monotone sequences and of boundedly linearly regular collections of sets, we show how these notions work together in the proof a prototypical convergence result (Theorem 2.10).

Bounded linear regularity is reviewed in Section 3. Metric regularity, a notion ubiquitous in optimization, is shown to be genuinely stronger than bounded linear regularity. We also mention the beautiful relationship to conical open mapping theorems.

In the remaining sections, we discuss old and new open problem related to the inconsistent case (Section 4), to random projections (Section 5), and to acceleration (Section 6).

2. WEAK VS NORM VS LINEAR CONVERGENCE

It is very natural to try to generalize Fact 1.1 from two to finitely many subspaces. Israel Halperin achieved this (with a proof very different from von Neumann’s) in 1962:

Fact 2.1 (Halperin). [26] Suppose \( C_1, \ldots, C_N \) are finitely many closed subspaces in \( X \) with corresponding projections \( P_1, \ldots, P_N \). If \( C := \bigcap_{i=1}^N C_i \) and \( x_0 \in X \), then the sequence of cyclic projections

\[
x_1 := P_1x_0, x_2 := P_2x_1, \ldots, x_N := P_Nx_{N-1}, x_{N+1} := P_1x_N, \ldots
\]

converges in norm to the projection of \( x_0 \) onto \( C \).

We assume from now on that

\[
C_1, \ldots, C_N \text{ are finitely many } (N \geq 2) \text{ closed convex sets with projections } P_1, \ldots, P_N,
\]

and

\[
C := \bigcap_{i=1}^N C_i.
\]

For the reader’s convenience, we now review some important properties of projections.
Fact 2.2. Suppose $S$ is a closed convex nonempty set in $X$, and $x \in X$. Then there exists a unique point in $S$, denoted $P_S x$ and called the projection of $x$ onto $S$, with $\| x - P_S x \| = \min_{s \in S} \| x - s \| =: d(x, S)$. This point is characterized by

$$P_S x \in S \text{ and } \langle S - P_S x, x - P_S x \rangle \leq 0.$$ 

Moreover, $P_S$ is firmly nonexpansive:

$$\|P_S x - P_S y\|^2 + \| (x - P_S x) - (y - P_S y) \|^2 \leq \| x - y \|^2;$$

in particular, $P_S$ is nonexpansive:

$$\|P_S x - P_S y\| \leq \| x - y \|, \quad \forall x \in X, \forall y \in X.$$

What happens if we drop the assumption on linearity of the sets in Fact 2.1? In 1965, Lev Bregman proved the following fundamental result on a projection algorithm with general convex sets:

Fact 2.3 (Bregman). [16] If $C \neq \emptyset$, then the sequence of cyclic projections converges weakly to some point in $C$.

Remark 2.4. Several comments are in order.

(i) Many optimization problems can be recast as a Convex Feasibility Problem:

$$\text{find } x \in C.$$

For instance, Linear Programming has such a reformulation (in terms of primal feasibility, dual feasibility, and complementary slackness). Thus Bregman’s result opened the door to solve important classes of convex optimization problems by using projection algorithms; see Censor and Zenios’s recent monograph [17].

(ii) In contrast to Halperin’s result, Bregman obtained weak convergence only.

(iii) Halperin’s result identifies the limit of the sequence of cyclic projections as the point in $C$ that is nearest to the starting point. Simple examples (consider two distinct but intersecting halfspaces in $\mathbb{R}^2$) show that cyclic projections may fail to converge to the nearest point in $C$.

Because of Remark 2.4.(ii), the following problem is of outstanding importance:
**Open Problem 1.** In Bregman’s result (Fact 2.3), can the convergence be only weak?

**Remark 2.5.** With high probability, this problem is not open any more: indeed, during the Haifa workshop on inherently parallel algorithms, Hein Hundal announced the existence of two closed convex intersecting sets in $\ell_2$ and a particular starting point where the method of alternating projections converges weakly but not in norm. (Full details were not available at the time of the writing of this note.)

However, it will always be interesting to know when the convergence is *linear*. Two disks in $\mathbb{R}^2$ that touch in exactly one point demonstrate that *something* is needed in order to guarantee linear convergence. This is best achieved by imposing bounded linear regularity:

**Definition 2.6.** [9] Suppose $C \neq \emptyset$. Then the collection \( \{C_1, \ldots, C_N\} \) is *boundedly linearly regular*, if for every bounded set $S$ in $X$, there exists $\kappa > 0$ such that

\[
d(s, C) \leq \kappa \max\{d(s, C_1), \ldots, d(s, C_N)\}, \quad \forall s \in S.
\]

If we can find $\kappa > 0$ so that the last inequality is true for every $s \in X$, then \( \{C_1, \ldots, C_N\} \) is *linearly regular*. Finally, \( \{C_1, \ldots, C_N\} \) is *boundedly regular*, if $d(y_n, C) \to 0$, for every bounded sequence $(y_n)$ with $\max_{1 \leq i \leq N} d(y_n, C_i) \to 0$.

Clearly, linear regularity $\Rightarrow$ boundedly linear regularity $\Rightarrow$ bounded regularity.

Gubin, Polyak, and Raik implicitly proved the next result in their fundamental paper from 1965:

**Fact 2.7 (Gubin, Polyak, and Raik).** [25] If $C \neq \emptyset$ and \( \{C_1, \ldots, C_N\} \) is boundedly linearly regular, then the sequence of cyclic projections converges *linearly* to some point in $C$.

We now recall the definition of Fejérvér monotonicity.

**Definition 2.8.** Suppose $S$ is a closed convex nonempty set in $X$, and $(y_n)_{n \geq 0}$ is a sequence in $X$. Then $(y_n)$ is *Fejérvér monotone with respect to $S$*, if

\[
\|y_{n+1} - s\| \leq \|y_n - s\|, \quad \forall n \geq 0, \forall s \in S.
\]

Fejér monotone sequence have various pleasant properties; see [20], [9], and [5]. Here, we focus on characterizations of convergence, which will come handy when studying algorithms:
Fact 2.9. Suppose \((y_n)_{n \geq 0}\) is Fejér monotone with respect to a closed convex nonempty set \(S\) in \(X\). Then:

(i) \((y_n)\) is bounded, and \((d(y_n, S))\) is decreasing.

(ii) \(P_S(y_n)\) converges in norm to some point \(\bar{s} \in S\).

(iii) \((y_n)\) converges weakly to \(\bar{s} \iff \) all weak cluster points of \((y_n)\) lie in \(S\).

(iv) \((y_n)\) converges in norm to \(\bar{s} \iff d(y_n, S) \to 0\).

(v) \((y_n)\) converges linearly to \(\bar{s} \iff \exists \theta \in [0, 1)\) with \(d(y_{n+1}, S) \leq \theta d(y_n, S), \forall n \geq 0\).

It is highly instructive to see the general structure of the proofs of Fact 2.3 and Fact 2.7. For clarity, we consider only alternating projections.

Theorem 2.10. (Prototypical Convergence Result) Suppose \(N = 2\), \(C = C_1 \cap C_2 \neq \emptyset\), and \((x_n)_{n \geq 0}\) is a sequence of alternating projections. Then \((x_n)\) is Fejér monotone with respect to \(C\), and

\[
\max \{d^2(x_n, C_1), d^2(x_n, C_2)\} \leq d^2(x_n, C) - d^2(x_{n+1}, C), \quad \forall n \geq 0. \quad (\ast)
\]

Let \(\bar{c} = \lim_n P_C(x_n)\). Then:

(i) \((x_n)\) always converges weakly to \(\bar{c}\).

(ii) If \(\{C_1, C_2\}\) is boundedly regular, then \((x_n)\) converges in norm to \(\bar{c}\).

(iii) If \(\{C_1, C_2\}\) is boundedly linearly regular, then \((x_n)\) converges linearly to \(\bar{c}\).

(iv) If \(\{C_1, C_2\}\) is linearly regular, then \((x_n)\) converges linearly to \(\bar{c}\) with a rate independent of the starting point.

Proof. Using (firm) nonexpansiveness of projections (Fact 2.2), we obtain easily \((\ast)\) and Fejér monotonicity of \((x_n)\). Now the right-hand side of \((\ast)\) tends to 0 (use Fact 2.9.(i)); hence, so does the left-hand side of \((\ast)\), and its square root:

\[
\max \{d(x_n, C_1), d(x_n, C_2)\} \to 0. \quad (\ast\ast)
\]

(i): Suppose \(x\) is an arbitrary weak cluster point of \((x_n)\). Use \((\ast\ast)\) and the weak lower semicontinuity of \(d(\cdot, C_1), d(\cdot, C_2)\) to conclude that \(d(x, C_1) = d(x, C_2) = 0\). Thus \(x \in C = C_1 \cap C_2\), and we are done by Fact 2.9.(iii).
(ii): By (***) and bounded regularity, $d(x_n, C) \to 0$. Apply Fact 2.9.(iv).

(iii): The set \( \{ x_n : n \geq 0 \} \) is bounded (Fact 2.9.(i)). Bounded linear regularity yields \( \kappa > 0 \) such that

\[
d(x_n, C) \leq \kappa \max\{ d(x_n, C_1), d(x_n, C_2) \}, \quad \forall n \geq 0.
\]

Square this, and combine with “\( \kappa^2 \) times (*)" to get

\[
d(x_n, C)^2 \leq \kappa^2(d(x_n, C)^2 - d(x_{n+1}, C)^2);
\]

equivalently, after re-arranging, \( d(x_{n+1}, C) \leq \sqrt{1 - 1/\kappa^2}d(x_n, C) \). The result follows now from Fact 2.9.(v).

(iv): is analogous to (iii).

\( \Box \)

**Remark 2.11.** A second look at the proof of Theorem 2.10 reveals that only Fejér monotonicity and (*) is required to arrive at the conclusions. Moreover, there are numerous algorithms different from alternating projections that do generate such sequences: see [31], [19,18], [29,30], and also [5].

### 3. BOUNDED LINEAR REGULARITY

We now collect the facts on bounded linear regularity that are most relevant to us.

**Fact 3.1.** Suppose \( N = 2 \) and \( C = C_1 \cap C_2 \neq \emptyset \). Then \( \{C_1, C_2\} \) is boundedly linearly regular whenever one of the following conditions holds.

(i) \( C_1 \cap \text{int}C_2 \neq \emptyset \);

(ii) \( 0 \in \text{int}(C_2 - C_1) \);

(iii) \( C_1, C_2 \) are subspaces and \( C_1 + C_2 \) is closed;

(iv) \( \{r(c_2 - c_1) : r \geq 0, c_1 \in C_1, c_2 \in C_2\} \) is a closed subspaces.

**Proof.** (i): [25]. (ii), (iii), and (iv): [7].

Condition (iv) of Fact 3.1 subsumes, in fact, conditions (i)—(iii). We now turn to the general case.

**Fact 3.2.** Suppose \( N \geq 2 \) and \( C = \bigcap_{i=1}^N C_i \neq \emptyset \). Then \( \{C_1, \ldots, C_N\} \) is boundedly linearly regular whenever one of the following conditions holds.
(i) reduction to two sets: each \( \{C_1 \cap \cdots \cap C_i, C_{i+1}\} \) is boundedly linearly regular;

(ii) standard constraint qualification: \( X = \mathbb{R}^M, \bigcap_{i=1}^{r} \text{ri}(C_i) \cap \bigcap_{i=r+1}^{N} C_i \neq \emptyset \), and the sets \( C_{r+1}, \ldots, C_N \) are polyhedral, for some \( 0 \leq r \leq N \);

(iii) for subspaces: each \( C_i \) is a subspace, and \( C_1^+ + \cdots + C_N^+ \) is closed;

(iv) Hoffman’s inequality: each \( C_i \) is a polyhedron.

Proof. (i): [9, Theorem 5.11]. (ii): [5, Theorem 5.6.2] or [11, Corollary 5]. (iii): [9, Theorem 5.19]. (iv): essentially [27]; see also [5, Corollary 5.7.2]. \( \square \)

Remark 3.3. • Combining Fact 3.1 and Fact 3.2 with Fact 2.7 yields a number of classical results on cyclic projections. (See [5, Section 9.5].) • However, this approach is incapable of recovering the basic results by von Neumann (Fact 1.1) and by Halperin (Fact 2.1). (Those results are best derived via Dykstra’s algorithm; see [15] for this beautiful and powerful method. In contrast to the method of cyclic projections (Remark 2.4.(iii)), Dykstra’s algorithm yields the projection of the starting point onto \( C \) and thus a well-recognized and most useful limit.)

Fact 3.4. [7, Theorem 5.3.(iv)] In \( X := \ell_2 \), let \( C_1 \) be the cone of nonnegative sequences and \( C_2 \) be an arbitrary hyperplane with \( C = C_1 \cap C_2 \neq \emptyset \). Then the sequence of alternating projections always converges in norm.

The proof of Fact 3.4 considers two cases: presence and absence of bounded (linear) regularity. In the latter case, an order-theoretic argument yields norm, but not linear, convergence. It would be interesting to find out how to tackle the following, closely related problem:

Open Problem 2. What happens in Fact 3.4 if replace \( C_2 \) by an affine subspace of finite codimension?

Bounded linear regularity vs metric regularity

The notion of metric regularity of a set-valued map is well-known. How does it compare to bounded linear regularity? Metric regularity turns out to be a much stronger property.

Definition 3.5. Suppose \( C = \bigcap_{i=1}^{N} C_i \neq \emptyset \). Then \( \{C_1, \ldots, C_N\} \) is metrically regular if for every \( c \in C \), there exists \( K > 0 \) such that for every \( x \in X \) sufficiently close to \( c \) and for all \( (b_1, \ldots, b_N) \in X^N \) sufficiently close to \( 0 \in X^N \), we have

\[
d(x, (C_1 - b_1) \cap \cdots \cap (C_N - b_N)) \leq K \left(d(x + b_1, C_1) + \cdots + d(x + b_N, C_N)\right).
\]
Remark 3.6. In the language of set-valued analysis, Definition 3.5 precisely states that the set-valued map \( \Omega(x) := (C_1 \times \cdots \times C_N) - (x_1, \ldots, x) \) is metrically regular on \( C \times (0, \ldots, 0) \subseteq X \times X^N \). See Ioffe’s [28] for further information.

Theorem 3.7. If \( C \neq \emptyset \) and \( \{C_1, \ldots, C_N\} \) is metrically regular, then \( \{C_1, \ldots, C_N\} \) is boundedly linearly regular.

Proof. We give details for \( N = 2 \) and the general case; the former is somewhat simpler.

Special case \( N = 2 \): The inequality of Definition 3.5 holds for all \((b_1, b_2)\) sufficiently close to \((0, 0)\); in particular, the left-hand side is finite for such \((b_1, b_2)\). Hence there exists \( \delta > 0 \) such that

\[
(C_1 - b_1) \cap (C_2 - b_2) \neq \emptyset, \quad \text{whenever } \max\{\|b_1\|, \|b_2\|\} \leq \delta.
\]

Now fix \( b \in X \) with \( \|b\| \leq \delta \) and set \( b_1 := b \) and \( b_2 := 0 \). By the above, there exist \( c_1 \in C_1 \) and \( c_2 \in C_2 \) such that \( c_1 - b_1 = c_2 - b_2 \), or \( b = c_1 - c_2 \in C_1 - C_2 \). Denote the unit ball \( \{x \in X : \|x\| \leq 1\} \) by \( B_X \). Since \( b \) has been chosen arbitrarily in \( \delta B_X \), it follows that \( \delta B_X \subseteq C_1 - C_2 \). Thus \( 0 \in \text{int}(C_1 - C_2) \) and therefore \( \{C_1, C_2\} \) is boundedly linearly regular by Fact 3.1.(ii).

General case \( N \geq 2 \): We work in \( X := X^N \) with \( C := C_1 \times \cdots \times C_N \) and \( \Delta := \{x = (x_i) \in X : x_1 = \cdots = x_N\} \).

Claim: \( \exists \rho > 0 \) such that \( \rho B_X \subseteq C - \Delta \).

(This follows from a general result on metric regularity; see [28, Proposition 5.2]. We repeat the argument here for the reader’s convenience.)

Fix an arbitrary \( c \in C \). The set-valued map \( \Omega \) from Remark 3.6 is metrically regular at \((c, 0)\). Hence there is \( K > 0 \) and \( \delta > 0 \) such that

\[
d(c, \Omega^{-1}(b)) \leq Kd(b, \Omega(c)), \quad \text{for all } \|b\| \leq \delta.
\]

Let \( 0 < \rho < \min\{\delta, \delta/K\} \) and fix an arbitrary \( b \in \rho B_X \). Since \( \|b\| \leq \delta \), we have

\[
d(c, \Omega^{-1}(b)) \leq Kd(b, \Omega(c)) \leq K\|b - 0\| \leq K\rho < \delta.
\]

Hence there exists \( x \in \Omega^{-1}(b) \) such that \( \|c - x\| < \delta \). In particular, \( b \in \Omega(x) \subseteq \text{ran} \Omega \).

The Claim is thus proven.

The Claim and Fact 3.1.(ii) yield bounded linear regularity of \( \{C, \Delta\} \) in \( X \). We now argue as in the proof of [9, Theorem 5.19.(i)⇒(ii)] to conclude that \( \{C_1, \ldots, C_N\} \) is boundedly linearly regular. \( \square \)
Remark 3.8. A finite collection of zero subspaces in $X := \mathbb{R}$ shows that the converse of Theorem 3.7 is false in general. We thus observe that metric regularity is a genuinely more restrictive property than bounded linear regularity. In passing, we mention that Deutsch et al.’s property strong CHIP is genuinely less restrictive than bounded linear regularity. See [12] for details and further information.

**Bounded linear regularity and the conical Open Mapping Theorem**

In [11], bounded linear regularity was put in the broader context of convex optimization. Perhaps surprisingly, bounded linear regularity also relates to the classical Open Mapping Theorem. Since the latter is of general appeal, we now describe the connection.

**Definition 3.9.** [6] Suppose $K$ is a closed convex cone in $X$ and $T : X \to Y$ is a bounded linear operator to another real Hilbert space $Y$. Then $T$ is open relative to $K$, if there exists $\delta > 0$ such that $\delta B_Y \cap T(K) \subseteq T(B_X \cap K)$.

**Fact 3.10.** (Conical Open Mapping Theorem) [6] Suppose $K$ is a closed convex cone in $X$ and $T : X \to Y$ is a bounded linear operator to another real Hilbert space $Y$. In $X \times Y$, set

$$K_1 := X \times 0, K_2 := \text{gra}(T|_K),$$

i.e., $K_2$ is the graph of the restriction of $T$ to $K$, and then take negative polar cones:

$$C_1 = K_1^\ominus, C_2 = K_2^\ominus.$$

Then $T$ is open relative to $K \iff \{C_1, C_2\}$ is boundedly linearly regular.

**Remark 3.11.** Suppose $T : X \to Y$ is also onto. We obtain the classical Open Mapping Theorem through the following equivalences: $T$ is an open mapping $\iff T$ is open relative to $X \iff \{(X \times 0)^\ominus, (\text{gra}T)^\ominus\}$ is boundedly linearly regular (Fact 3.10) $\iff \{(X \times 0)^\perp, (\text{gra}T)^\perp\}$ is boundedly linearly regular $\iff (X \times 0) + \text{gra}T$ is closed (Fact 3.2.(iv)) $\iff X \times Y$ is closed (since $T$ is onto), which is clearly true!

4. **THE INCONSISTENT CASE**

What happens if we apply the method of alternating projections to two (possibly non-intersecting) sets? This question is of great importance in applications (for instance, in Medical Imaging), where measurement errors may render the corresponding convex feasibility problem inconsistent.

The answer to this question is — up to the weak vs norm convergence problem (see Open Problem 1) — known:
**Fact 4.1.** (Dichotomy) [8] Suppose $N := 2$ and let $v := P_{c_1 \cap c_2 - c_1}(0)$. Then $x_{2n} - x_{2n-1} \to v$ and $x_{2n} - x_{2n+1} \to v$. Either $v \notin C_2 - C_1$ and $\|x_n\| \to +\infty$, or $v \in C_2 - C_1$ and

$$(x_{2n+1}) \text{ converges weakly to } e_1, \text{ and } (x_{2n}) \text{ converges weakly to } e_2 = e_1 + v,$$

for some $e_1 \in E_1 = \{c_1 \in C_1 : d(c_1, C_2) = \|v\|\}$, and $e_2 \in E_2 = \{c_2 \in C_2 : d(c_2, C_1) = \|v\|\}$, where $E_1, E_2$ are closed convex sets with $E_1 + v = E_2$.

It would be highly satisfying to settle the following:

**Open Problem 3.** What is the behavior of the sequence of cyclic projections for three or more sets with empty intersection?

Some positive results are available, but the geometry of the problem is far from being understood. The crux of the problem is this: the vector $v$ in Fact 4.1 is well-defined and important for the formulation of the behavior of the sequence of alternating projections even when the distance $d(C_1, C_2) = \inf\{\|c_1 - c_2\| : c_1 \in C_1, c_2 \in C_2\}$ is not attained, i.e., $v \notin C_2 - C_1$; however, it is not known how to define the vector(s) analogous to $v$ in the $N$-set case. See [10] for an in-depth survey on the state of this problem.

### 5. RANDOM PROJECTIONS

In this section, we assume that

$$C = \bigcap_{i=1}^{N} C_i \neq \emptyset$$

and

$$r : \{1, 2, \ldots \} \to \{1, 2, \ldots , N\} \text{ is a } \text{random map},$$

i.e., it is onto and assumes every value infinitely often. We are interested in the *method of random projections*, i.e., the behavior of the sequence $(z_n)$ defined by

$$z_0 \in X, \quad z_{n+1} := P_{r[n+1]} z_n, \quad \text{for } n \geq 0.$$  

If we let $r$ be the “mod $N$” function (with remainders in $\{1, \ldots , N\}$), then the sequence $(z_n)$ is precisely a sequence of cyclic projections. In general, we just “roll a die” — this “$N$-die” could be unfair, but not to an extent where one set would be ignored eventually.

In 1965, Amemiya and Ando proved the following fundamental result.
**Fact 5.1 (Amimya and Ando).** [1] Suppose each $C_i$ is a subspace. Then the sequence of random projections converges *weakly* to a point in $C$.

In contrast to Fact 2.1, only weak convergence is guaranteed — thus we are forced to ask the obvious question:

**Open Problem 4.** In Fact 5.1, can the convergence be only weak?

The situation is even less clear for general closed convex sets:

**Open Problem 5.** Does the sequence of random projections converge weakly to some point in $C$?

**Remark 5.2.** We should point out that the case $N = 2$, which shaped our intuition earlier, is not helpful at all for these problems: indeed, since projections are idempotents, a sequence of random projections is essentially a sequence of alternating projections. Thus the answer to Open Problem 4 is a resounding “No” because of von Neumann’s Fact 1.1, whereas Bregman’s Fact 2.3 yields an affirmative answer to Open Problem 5.

Baillon and Bruck’s [3] contains not only pointers to many more papers on the random projection problems but also the following stunning

**Conjecture (Baillon and Bruck).** [3] Suppose each $C_i$ is a subspace. No matter what the random map $r$ and the starting point $z_0$ is, there is a constant $K > 0$, depending only on $N$, such that

$$\|z_n - z_{n+l}\|^2 \leq K(\|z_n\|^2 - \|z_{n+l}\|^2), \quad \forall n \geq 0, \forall l \geq 0.$$ 

In fact, $K \leq \binom{N}{N/2}$.

If this conjecture is true, then every sequence of random projections is Cauchy in the subspace case; consequently, Open Problem 4 would be resolved.

Here is a positive result for the general case:

**Fact 5.3.** [4] Suppose $\{C_i : i \in I\}$ is boundedly regular, for all $\emptyset \neq I \subseteq \{1, \ldots, N\}$. Then each sequence of random projections converges *in norm* to a point in $C$.

The combination of Fact 5.3 with Fact 3.2.(iii) leads to a quite flexible norm convergence result in the subspace case.
6. ACCELERATION

In this last section, we assume that

\[ \text{each } C_i \text{ is a subspace, and } T = P_N P_{N-1} \cdots P_1. \]

We now turn to an acceleration scheme that was first explicitly suggested by Gearhart and Koshy [24] in 1989. (It is, however, already implicit in the classical paper by Gubin, Polyak, and Raik [25], and closely related to work by Dax [21].)

Define

\[ A : X \rightarrow X : x \mapsto (1 - t_x)x + t_x T x, \]

where \( t_x \in \mathbb{R} \) is chosen so that \( \| A(x) \| \) is minimal. (There is a simple closed form for \( t_x \).)

Then consider the sequence with

\[ \text{starting point } z_0 \in X, \text{ and } z^n := A^{n-1} T z_0, \text{ for all } n \geq 1. \]

**Fact 6.1.** [14,13]

(i) \( (z_n) \) always converges weakly to \( P_C z_0 \).

(ii) \( (z_n) \) converges in norm, if \( N = 2 \).

(iii) \( (z_n) \) converges linearly, if \( \{C_1, \ldots, C_N\} \) is boundedly linearly regular.

Once again, bounded linear regularity played a crucial role! We conclude with one last question:

**Open Problem 6.** Can \( (z_n) \) fail to converge weakly when \( N \geq 3 \) or when \( \{C_1, \ldots, C_N\} \) is not boundedly linearly regular?
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